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Abstract—This paper addresses the theoretical aspects of passive intermodulation (PIM) generation in printed transmission lines. In order to elucidate the mechanisms of PIM generation, a new model of the transmission line length with distributed nonlinearity is proposed. The developed model has been validated by the near-field measurements of PIM product distributions along the microstrip lines. The contributions of nonlinear mixing, power dissipation, and load matching to PIM products have been analyzed in detail. The obtained results reveal the fundamental properties of PIM generation in finite lengths of printed lines with distributed nonlinearity and identify possible means for PIM mitigation. It was shown for the first time that the reverse PIM products in a matched transmission line with distributed nonlinearity are generated due to nonlinear scattering.
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I. INTRODUCTION

PASSIVE intermodulation (PIM) is known for its detrimental effect on performance of telecommunication systems. It manifests itself as spurious signals in receiver or transmitter frequency bands. First discovered as a product of nonlinear mixing on rusty metallic contacts [1], [2], PIM phenomena were further observed in ferrite circulators [3], waveguide and cable joints [4], duplexer [5], attenuators [6], and antennas [7]. PIM sources in these devices have been extensively studied, and the progress in understanding the underlying physical mechanisms has led to the development of the means for PIM mitigation [1], [4]–[6], [8]–[10].

Recent trends in microwave technology have brought forward printed circuit boards (PCBs) as an attractive platform for planar and integrated RF front end. However, despite the high performance and low cost, the wide use of printed components in power devices is hindered by the experimental observations of PIM generation in printed lines with distributed nonlinearity [11], [14], and [15]). The randomly distributed microscopic nonlinearities inherent to these constitutive elements of PCB laminate act as PIM sources closely associated with the current flow on the printed traces. Based on these observations, the authors proposed the theoretical model of PIM generation on printed lines and the initial results of PIM modeling, reported in [19] and [20], proved its validity.

In this paper, the theory of distributed PIM production on weakly resistively nonlinear transmission lines of finite lengths with arbitrary termination and source impedances is presented and applied to comprehensive study of PIM generation in printed lines. The developed model is further validated here by near-field probing of PIM product distributions on printed microstrip lines using the setup of [21] and [22]. Impact of various factors on PIM generation is modeled and analyzed in detail, and a means for PIM mitigation is suggested.

This paper is organized as follows. The model and solution of the corresponding mathematical problem for the distributed PIM product generation on nonlinear transmission lines are described in Section II. The model validation is presented in Section III. The asymptotic solution for the perfectly matched printed antennas, feeders, multiplexers, circuits, interconnects, backpanels, etc.

The topic of PIM generation on printed lines is scarcely explored, and only a few studies have addressed it to date. Several potential factors contributing to PIM generation have been suggested in [11]–[15]. However, the underlying mechanisms of PIM generation still remain unclear. The lack of reliable theoretical models of PIM generation in printed transmission lines also restrains design of low PIM devices.

The network models based on localized nonlinearity approach were proposed in [16]–[18]. While being appropriate for analysis of lumped nonlinearities, created by point defects such as imperfect soldered joints, these models fail to explain certain experimental observations. For example, the fact that, in a matched line, the PIM level measured at the output port (forward PIM) is higher than that measured at the input port (reverse PIM) has no explanation in the localized nonlinearity model.

Since PIM products on printed lines are usually more than 100 dB below the carrier power level, it is reasonable to characterize PIM sources as a weak distributed nonlinearity of the transmission line. This assumption is supported by the experimental observations of PIM products on microstrip traces, which indicate that the copper foil structure, surface roughness, finishing of the etched traces, and foil–dielectric interfaces are the major contributors to PIM generation (cf. [11], [14], and [15]). The randomly distributed microscopic nonlinearities inherent to these constitutive elements of PCB laminate act as PIM sources closely associated with the current flow on the printed traces. Based on these observations, the authors proposed the theoretical model of PIM generation on printed lines and the initial results of PIM modeling, reported in [19] and [20], proved its validity.

In this paper, the theory of distributed PIM production on weakly resistively nonlinear transmission lines of finite lengths with arbitrary termination and source impedances is presented and applied to comprehensive study of PIM generation in printed lines. The developed model is further validated here by near-field probing of PIM product distributions on printed microstrip lines using the setup of [21] and [22]. Impact of various factors on PIM generation is modeled and analyzed in detail, and a means for PIM mitigation is suggested.

This paper is organized as follows. The model and solution of the corresponding mathematical problem for the distributed PIM product generation on nonlinear transmission lines are described in Section II. The model validation is presented in Section III. The asymptotic solution for the perfectly matched
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The weakly nonlinear resistance $R(I)$ is assumed to be current dependent and can be approximated by a polynomial. Although the system of (1) and (2) can be solved for the polynomial of any order, we restrict the analysis to the third-order nonlinearity, and discuss the main features of the third-order PIM (PIM3) production only. The higher order nonlinear terms usually cause much weaker response [24], and therefore, are not considered in this paper. In this case, the nonlinear resistance can be represented in the form

$$R(I) = R_0 + R_2 I^2 \quad R_0 \gg R_2 I^2.$$  

where $R_0$ is linear resistance and $R_2$ is the nonlinearity coefficient.

Substituting (3) into (2) and combining the result with (1), we obtain a nonlinear differential equation for $I(x,t)$ as follows:

$$\frac{\partial^2 I(x,t)}{\partial x^2} - CL \frac{\partial^2 I(x,t)}{\partial t^2} + (CR_0 + GL) \frac{\partial I(x,t)}{\partial t} - G R_0 I(x,t)$$

$$= R_2 I^2(x,t) \left( 3C \frac{\partial I(x,t)}{\partial t} + GI(x,t) \right). \quad (4)$$

The steady-state solution for PIM products in a weakly nonlinear line can be obtained by the perturbation method combined with Fourier-series expansion [24]. Now $I(x,t)$ is sought in the form

$$I(x,t) = \sum_{k=0}^{\infty} \sum_{q=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} R_{2k} \tilde{I}_{q,p,k}(x) e^{i(\omega q \tau - \phi q \theta) t}. \quad (5)$$

where $\omega q \tau = q(\omega_1 + p\omega_2)$; $\omega_1$ and $\omega_2$ are angular frequencies of the carrier tones and $\sum_{k=0}^{\infty} \sum_{q=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} (3\beta \omega q \tau - \omega q \tau \phi q \theta) = C + G$

$$\times I_{m,n,j}(x) \tilde{I}_{m,n,j}(x) \tilde{I}_{q,p,k}(x) \quad (6)$$

where $\gamma_{q,p} = \sqrt{(R_0 + i\beta \omega q \tau L)(G + i\gamma \omega q \tau L)} \approx i\beta \omega q \tau + \alpha$ is the complex wavenumber, and for the sake of brevity, function $\tilde{I}_{q,p,k}(x)$ will be referred to as the current distribution.

It is necessary to emphasize that the number of harmonics contributing to the $k$th term in the series (5) is restricted by the perturbation order $k$. Indeed, in accordance with (6), only the harmonics with the indices satisfying the following condition are required for evaluating $\tilde{I}_{q,p,k}(x)$:

$$|q| + |p| = 2d + 1, \quad d \in [0, k]. \quad (7)$$

Thus, the system of (6) can be solved successively for each $k$ independently. At $k = 0$, (6) becomes the homogeneous equation, and its solution has the form

$$\tilde{I}_{q,p,0}(x) = A_{q,p,0} e^{i(\gamma_{q,p} x)} + B_{q,p,0} e^{-i(\gamma_{q,p} x)}, \quad (8)$$

Hence, $\tilde{I}_{q,p,0}(x)$ represents a linear wave of the current on the transmission line at individual frequency harmonic. At $k = 1$, (6) becomes the inhomogeneous wave equation, and its right-hand side contains only the known functions $\tilde{I}_{q,p,0}(x)$ obtained for $k = 0$ at the previous step. The function $\tilde{I}_{q,p,1}(x)$ is of particular interest in this study because it describes the current distribution of PIM3 products. The solution of (6) at $k = 1$ can be represented in the following form:

$$\tilde{I}_{q,p,1}(x) = A_{q,p,1} e^{i(\gamma_{q,p} x)} + B_{q,p,1} e^{-i(\gamma_{q,p} x)} + F_{q,p,1}(x) \quad (9)$$

$$= R_0 + R_2 I^2 \quad R_0 \gg R_2 I^2. \quad (3)$$
where \( F_{q,p,k}(x) \) is a particular solution of the inhomogeneous differential equation (6). The function \( F_{q,p,1}(x) \) is unique for each frequency, and its closed-form expression is presented in the Appendix for PIM3 frequency \( \omega_{2,-1} \), which is used for evaluating PIM3 products throughout this paper.

Due to space limitations, only the results for PIM3 are discussed in this paper. However, higher order PIM products can be readily retrieved at \( k > 1 \) with the aid of (6), (8), and (9) treated in a similar fashion as for \( k = 1 \).

**B. Boundary Conditions**

The solutions of (6) obtained in Section II-A for \( k = 0, 1 \) describe only the eigenwaves on the transmission line, but their magnitudes still remain undefined. Indeed, the expressions for the current distributions (8) and (9) contain unknown coefficients, which are determined by the respective boundary conditions at the line terminals. Taking into account the relationship (1) between the current \( \tilde{I}_{q,p,k}(x) \) and voltage \( \tilde{U}_{q,p,k}(x) \) distributions on the line, we obtain for each harmonic in (5)

\[
\tilde{U}_{q,p,k}(x) = \frac{1}{i \omega_{q,p} C + G} \frac{d\tilde{I}_{q,p,k}(x)}{dx}.
\]

Thus, the boundary conditions at \( x = 0 \) and \( x = l \) have the following form:

\[
Z_S(\omega_{q,p})\tilde{I}_{q,p,k}(0) - \frac{\tilde{V}_{q,p}}{R_S} \delta_{q,k} = \frac{1}{i \omega_{q,p} C + G} \frac{d\tilde{I}_{q,p,k}(x)}{dx} \bigg|_{x=0}
\]

and

\[
-Z_L(\omega_{q,p})\tilde{I}_{q,p,k}(l) = \frac{1}{i \omega_{q,p} C + G} \frac{d\tilde{I}_{q,p,k}(x)}{dx} \bigg|_{x=l}
\]

where \( Z_S(\omega_{q,p}) \) and \( Z_L(\omega_{q,p}) \) are the impedances of the source and load, \( \tilde{V}_{q,p} \) is the complex Fourier amplitude of the source signal at frequency \( \omega_{q,p} \), and \( \delta_{q,k} \) is the Kronecker delta [25].

It is necessary to emphasize that the use of the boundary conditions (10) is essential to obtain the physically meaningful solution of the PIM problem. In particular, proper consideration of the boundary conditions at the line terminals has enabled us to explain the experimental observations of the reverse PIM generation on matched lines. Earlier, this phenomenon either could not be modeled [24] or was attributed to the carrier reflection from the load only [26].

Since the termination loads are assumed here to be linear, the boundary conditions can be applied successively to each perturbation order. First, one obtains the coefficients in the current distributions \( \tilde{I}_{q,p,k}(x) \) [cf. (8)]

\[
A_{q,p,0} = \frac{\tilde{V}_{q,p}}{D_{q,p} (Z_S(\omega_{q,p}) + Z_0(\omega_{q,p}))}
\]

and

\[
B_{q,p,0} = -\frac{\tilde{V}_{q,p} \Gamma_L(\omega_{q,p}) \Gamma_S(\omega_{q,p})}{D_{q,p} (Z_S(\omega_{q,p}) + Z_0(\omega_{q,p}))}
\]

where \( D_{q,p} = 1 - \Gamma_L(\omega_{q,p}) \Gamma_S(\omega_{q,p}) \), \( u_{q,p} \) is the load and source reflection coefficients [23]; and \( Z_0(\omega_{q,p}) = \sqrt{(R_0 + i \omega_{q,p} L)/(G + i \omega_{q,p} C)} \) is the characteristic impedance of the transmission line, which is readily available for many types of the canonical transmission lines, including microstrip lines (see, e.g., [27]).

The function \( F_{q,p,1}(x) \) can then be evaluated and unknown amplitudes for the first order of perturbation with \( q \) and \( p \) satisfying (7) at \( k = 1 \) can be determined from the boundary conditions (10)

\[
A_{q,p,1} = \frac{1}{D_{q,p}} \left( S_{q,p} (Z_S(\omega_{q,p}) + Z_0(\omega_{q,p})) - Z_L(\omega_{q,p}) Z_0(\omega_{q,p}) \right)
\]

and

\[
B_{q,p,1} = \frac{1}{D_{q,p}} \left( Z_L(\omega_{q,p}) + Z_0(\omega_{q,p}) - \frac{Q_{q,p}}{u_{q,p} S_{q,p} \Gamma_L(\omega_{q,p}) \Gamma_S(\omega_{q,p})} \right)
\]

where

\[
S_{q,p} = Z_0(\omega_{q,p}) \Psi_{q,p,0}(0) - Z_S(\omega_{q,p}) F_{q,p,1}(0)
\]

\[
Q_{q,p} = - (Z_0(\omega_{q,p}) \Psi_{q,p,1}(l) + Z_L(\omega_{q,p}) F_{q,p,1}(l))
\]

\[
\Psi_{q,p,1}(x) = \frac{1}{\gamma_{q,p}} \frac{dF_{q,p,1}(x)}{dx}.
\]

The expressions derived above describe the complete self-consistent solution of (1) and (2) up to the first perturbation order, which is sufficient to evaluate the PIM3 response. For further quantitative investigation, power of the reverse \( P_{rev} \) and forward \( P_{fwd} \) PIM3 products are defined at frequency \( \omega_{2,-1} \) as follows:

\[
P_{rev} = R_S^2 \text{Re} \left\{ \tilde{I}_{2,-1,1}(0) \tilde{U}_{2,-1,1}(0)^* \right\}
\]

\[
P_{fwd} = R_S^2 \text{Re} \left\{ \tilde{I}_{2,-1,1}(l) \tilde{U}_{2,-1,1}(l)^* \right\}
\]

where \( * \) and \( \text{Re} \) stand for complex conjugate and real part of complex quantities, respectively.

**III. EXPERIMENTAL VALIDATION**

For the purpose of validation of the developed theoretical model, simulation results have been compared with near-field measurements of PIM3 products on microstrip lines.

The measurements were performed using the Summitek Instruments PIM analyzer SI-900B. A 50-\( \Omega \) microstrip line of the length 914 mm was fabricated on 0.76-mm-thick substrate with permittivity \( \varepsilon_r = 3 \) and \( tan\beta = 0.0026 \). The line terminated in the low-PIM matched load was fed by two 44-dBM carriers at frequencies \( f_1 = 935 \text{ MHz} \) and \( f_2 = 900 \text{ MHz} \). The near field at PIM3 frequency was sampled with a capacitive probe made of the coaxial cable connected to the input port of the PIM analyzer. The probe was oriented horizontally and then vertically providing average coupling of \( -39.6 \) and \( -33.1 \text{ dB} \), respectively, to the test line [22]. Such weak coupling ensured negligible probe influence on the PIM generation in the line. The actual PIM3 power rate \( P_3(x) \) has been evaluated as the difference in decibels between the measured PIM \( P_{\text{meas}}(x) \) and the probe coupling \( P_{\text{coupl}}(x) \) at frequency \( 2f_1 - f_2 = 910 \text{ MHz} \) (cf. [21])

\[
R_3(x) = P_{\text{meas}}(x) - P_{\text{coupl}}(x).
\]
The measurement results retrieved with the aid of (13) are displayed in Fig. 2 along with the simulated PIM3 power, defined as

\[ P_V(x) = \frac{R_0^2}{2Z_0(\omega_{2,-1})} |\tilde{U}_{2,-1,1}(x)|^2. \]  

(14)

Note that the latter definition of \( P_V(x) \) is intrinsically consistent with the near-field measurements, where the capacitive probe picks up the electric field distribution along the microstrip line.

The value of nonlinear parameter \( R_2 = 2.6 \times 10^{-4} \text{ \Omega}m^{-1} \) has been fitted to equalize the power levels in the simulations and measurements. Ripples on the curves are associated with interference of PIM products traveling in forward and reverse directions, and their magnitudes are affected by matching of the source and load impedances. The effect of reflection at microstrip-to-coaxial transitions was taken into account in the simulation by setting the port impedances to \( 49.3 + 2.5i \) \( \Omega \). An excellent agreement with the measurements was achieved when using both horizontal and vertical probes.

The impedance value was fitted to the data. Unfortunately, this parameter is not measurable directly because the reference planes in the model and measurements (including \( S \)-parameters) are offset. The values of [S11] measured at the reference planes of the connectors differ only for approximately 5% from the fitted value used at the line ends of the model (soldering points of the connectors in experiments). We believe that such discrepancy is well within uncertainty of our measurement setup and is reasonable for the model used.

Thus, the presented comparison of the simulation and measurement results has fully justified the developed theoretical model and its fitness for the study of the mechanisms of PIM generation on the printed lines.

IV. PIM GENERATION ON MATCHED LINE

A. PIM3 Current Distribution

The closed-form solution obtained above enables modeling of PIM products generated in a length of the line with distributed nonlinearity for various terminations. While the general solution is rather cumbersome, it admits simplifications in several important cases.

The line with perfectly matched source and load terminations at \( \omega_{l,p} \) is of particular interest. In this case,

\[ Z_0(\omega_{l,p}) = Z_L(\omega_{l,p}) = Z_S(\omega_{l,p}) \]

\[ \Gamma_L(\omega_{l,p}) = \Gamma_S(\omega_{l,p}) = 0. \]  

(15)

When applying the conditions (15) to (9), (11), and (A1), one can obtain a simple expression for the PIM3 current distribution along the line

\[ \tilde{I}_{2,-1,1}(x) = -\xi(1+\nu) \exp(-\gamma_{2,-1}x) \]

\[ + \xi \exp(-(2\gamma_{1,0} + \gamma_{2,-1})x) \]

\[ + \xi \nu \exp(-\gamma_{2,-1}(2l - x - 2\alpha l)) \]  

(16)

where

\[ \nu = \frac{\alpha}{\gamma_{2,-1}} \]

\[ \xi = \frac{3\tilde{U}_{2,-1}^2 \tilde{V}_{0,-1}}{32\nu Z_0(\omega_{l,0})^2 Z_0(\omega_{0,-1}) Z_0(\omega_{2,-1})(i\beta_{2,-1} + 2\alpha)}. \]

Despite no reflection is present in the line, the total current (16) comprises the waves traveling in both forward and reverse directions at PIM3 frequency. Superposition of these waves gives rise to the forward and reverse PIM products at the input and output terminals correspondingly.

Indeed, from (16), the reverse PIM3 current reads

\[ \tilde{I}_{2,-1,1}(0) = -\xi \nu \left( \exp(-2i\beta_{2,-1}l - 4\alpha l) \right) \]  

(17)

and the forward PIM3 current is

\[ \tilde{I}_{2,-1,1}(l) = \xi(1+\nu) \exp(-i\beta_{2,-1}l - \alpha l) \left( \exp(-2\alpha l/2) - 1 \right). \]  

(18)

The literature available to date attributes the existence of the reverse PIM products solely to the scattering from the lumped nonlinearity [16]. Otherwise, PIM products would not be even anticipated, e.g., in the analysis of harmonic generation by the semi-infinite nonlinear transmission line [24], where the reverse waves were excluded at the stage of the boundary condition fulfillment. An attempt to address this issue for the line with distributed nonlinearity was made in [26]. However, the approximate model linked the reverse PIM products to the load reflection and no reverse PIM was found in the matched line. Thus, (17) above demonstrates for the first time the mechanism of reverse PIM generation due to nonlinear scattering in a matched transmission line with distributed nonlinearity.

Further analysis of (17) and (18) allows us to explore the effects of the line length, losses, and frequency variations on the PIM3 generation, as well as the means for its mitigation.

B. PIM3 Generation in Lossless Lines

In order to elucidate the mechanisms of PIM3 generation in the low-loss transmission lines, let us consider a lossless line...
(\alpha = 0) first. The reverse PIM3 current distribution (17) then oscillates with magnitude \( \xi \nu \) and has nulls at the line lengths

\[ l_n = \frac{n\lambda}{2}, \quad n = 1, 2, \ldots \]  

(19)

It is interesting to note that a similar effect of reverse PIM suppression was observed in [16] for the PIM products generated by two point nonlinearities offset from each other for the same distance \( l_n \). In this case, appearance of the nulls was attributed to linear interference of the PIM products generated by a pair of nonlinearities. It is necessary to emphasize that although the relationship (19) has the same form as for the pair of lumped nonlinearities, it originates from a fundamentally different mechanism of PIM generation by the distributed nonlinearity. The existence of nulls in the reverse PIM3 distribution is of the practical significance as a means for mitigation of reverse PIM3 by using an appropriate line length in antenna elements, feeders, printed circuits, interconnects, etc.

To evaluate the current of the forward PIM3 products, it is necessary to find the limit of (18) at \( \alpha = 0 \)

\[ \lim_{\alpha \to 0} \tilde{I}_{2-1}(l) = -\frac{3i\tilde{V}_1^2\tilde{V}_2}{16Z_0(\omega_0^2Z_0(\omega_0^2Z_0(\omega_0^2Z_0(\omega_0^2l))}, \]  

(20)

According to (20), the magnitude of the forward PIM3 products linearly grows with the line length in a lossless transmission line. Such growth of forward PIM3 level has a simple physical explanation that in the absence of loss nonlinear conversion of the carriers into PIM harmonics is unrestricted. Such processes are well known in nonlinear optics and a similar mechanism of the second harmonic generation was described in [28].

Alternatively, the mechanisms of the forward and reverse PIM3 generation can be understood in terms of the phase matching in a four-wave mixing process. Let us consider the distributed nonlinearity of the transmission line as a set of discrete infinitely small weakly nonlinear scatterers. In the perfectly matched line, one can admit that the fundamental carriers experience no reflection and travel in the forward direction only. However, the nonlinear conversion occurs at each scatterer, which generates PIM products in both forward and reverse directions [21].

Let us consider PIM3 products generated by a pair of scatterers located at arbitrary positions \( x = A \) and \( x = B \) in the matched lossless dispersionless nonlinear transmission line (Fig. 3). Assuming that the reference plane is located at \( x = A \), PIM3 products generated in both directions at \( A \) and \( B \) by the carriers of frequencies \( f_1 \) and \( f_2 \) have the phases \( \varphi_A = 0 \) and \( \varphi_B(X) = (2\beta_{1,0} + \beta_{0,-1})X \), where \( X \) is the distance between \( A \) and \( B \). On the other hand, the PIM3 products traveling from \( A \) to \( B \) accrue the phase \( \varphi_{AB}(X) = \beta_{2,-1}X \).

Therefore, at any \( x = B \), the phase difference between the PIM products generated in forward direction at \( B \) and \( A \) equals \( \Delta_f(X) = \varphi_B(X) - \varphi_{AB}(X) \). Since in the dispersionless line \( \beta_{2,-1} = 2\beta_{1,0}/\beta_{0,-1} \), then \( \Delta_f(X) = 0 \) for any \( X \). Hence, the PIM3 products generated in the forward direction by any pair of scatterers in the line interfere constructively. This results in accruing forward propagating PIM3 products and causes linear growth of the forward PIM3 level with the line length [cf. (20)].

The PIM3 products generated in the reverse direction by the scatterers at \( x = A \) and \( x = B \) always have a nonzero phase difference \( \Delta_r(X) = \varphi_{AB}(X) + \varphi_B(X) \) at any \( x = A \). Therefore, whenever \( \Delta_r(X) \) equals odd multiples of \( \pi \), they interfere destructively. The corresponding shortest distance \( X_c = \lambda_{2-1}/4 \) is called the coherence distance, where \( \lambda_{2-1} \) is the PIM3 product wavelength. In the line of length \( X_r \), only contributions of the end scatterers are cancelled and the reverse PIM3 level reaches the maximum because responses of the interim scatterers add up. When the line length equals \( 2X_c \), it contains a full set of the scatterer pairs that PIM3 products cancel each other. This results in annihilation of the reverse PIM products at the line input. Thus, in the matched lossless dispersionless nonlinear transmission line, only the length shorter than \( 2X_c \) contributes to the reverse PIM3 response, while the line extension for any multiple of \( 2X_c \) does not change the reverse PIM3 level. This qualitative description of the mechanisms of PIM3 generation is fully consistent with the current distributions (19) and (20) predicted by the model developed in Section II.

C. Effect of Loss on PIM3 Generation

The analysis presented in Section IV-B provides an invaluable insight into the mechanisms of PIM generation in the ideal transmission line, but it is still incomplete without taking into account the effect of damping.

From the physical standpoint, the harmonic generation and dissipation are two competitive processes. In order to estimate the effect of loss on PIM3 products, it is necessary to determine a dependence of the amplitude coefficients in (17) and (18) on the attenuation constant \( \alpha \). From (16), we obtain

\[ \xi(\alpha) \propto \frac{1}{\alpha} \nu(\alpha) \propto \alpha \xi(\alpha) \rho(\alpha) = \text{const}. \]  

(21)

Taking into account (21), one can easily conclude that, in the case of high losses, forward PIM3 products will decay with the line length due to the exponential term in (18). The reverse PIM3 products, in their turn, do not vanish, but rapidly approach the asymptotic level of \(-\xi_l \nu_l \). To illustrate this effect, the forward and reverse PIM3 products are plotted in Fig. 4 versus the line length for the perfectly matched microstrip line with the parameters specified in Section III.

Due to the competing effects of loss and harmonic generation, magnitude of the forward PIM3 products reaches a maximum at the line length \( L_f \), which is found from (18) as

\[ L_f = \frac{\ln 3}{2\alpha}. \]  

(22)

As shown in Fig. 4, the forward PIM3 products fall below the reverse PIM3 level on longer lines. The line length \( L_f \), at which
the two curves intersect each other, can be obtained from (17) and (18) as

\[ I_f \approx -\frac{\ln |\nu|}{\alpha}. \]  

The presented asymptotic estimates of the PIM3 products demonstrate strong correlation between insertion loss (attenuation constant \( \alpha \)) and PIM3 production/extinction rate. Higher attenuation causes a decrease of the \( I_f \) [cf. (22)], and faster growth of the forward PIM3 level before the maximum is reached and slower decay after that.

D. Frequency Dependence of PIM3 Products

In practice, the PIM harmonics are of particular concern when their frequencies fall close to the carrier tones. Therefore, within the narrow operating bands, the propagation and attenuation constants, and wave impedances of the traveling waves, can be assumed dispersionless. Taking into account that the PIM3 products propagating on printed lines have \( \beta_{2,-1} \gg \alpha \), one can then obtain from (16) that

\[ \xi(\beta_{2,-1}) = \text{const} \quad \nu(\beta_{2,-1}) \propto \frac{1}{\beta_{2,-1}}. \]  

Substitution of (24) into (17) and (18) shows that the reverse PIM3 current is reciprocal of \( \beta_{2,-1} \), while the forward PIM3 current is independent of \( \beta_{2,-1} \). Since \( \beta_{2,-1} \) is proportional to frequency, the reverse PIM3 products should decrease with frequency, while the forward PIM3 level would remain unchanged. However, further taking into account that losses in dielectrics and conductors increase with frequency, one can infer from (17) and (18) that both reverse and forward PIM3 products attenuate at higher frequencies.

It is necessary to note that the frequency dependence of the nonlinear parameter \( R_2 \) is a priori unknown, and can be affected by the variety of nonlinear processes involved in the PIM generation [8]. Nevertheless, in the narrow frequency band, the frequency dependence of \( R_2 \) can be retrieved from the PIM measurements using the qualitative considerations outlined above. For instance, if the reverse PIM3 level increases with frequency, as observed in [29], then the asymptotic behavior of \( R_2 \) can be deduced from (12), (17), and (24) as follows:

\[ R_2 \propto \beta_{2,-1}^{-\alpha - 1}, \quad \alpha > 0. \]  

where the parameter \( \alpha \) in (25) is determined by the frequency dependences of both nonlinearity and losses.

V. PIM ON MISMATCHED LINES

A. Effect of the Load Reflection on PIM Generation

Since the perfect matching cannot be attained in practice, the condition (15) is satisfied only approximately. Therefore, the total PIM3 current expressed by (9) and (A1) should contain all eight terms that complicates further analytical study. Consequently, the analysis of PIM generation on mismatched lines presented here is based on the numerical simulations performed with the aid of the complete model described in Section II. For the sake of brevity, we consider here only the case of the matched source impedance assuming that the major effect of the source mismatch is limited to the decrease of the carrier power injected in the line (cf. [20]).

The load matching, as observed in [12] and [18], has a strong impact on PIM generation on microstrip lines by lumped sources. Therefore, similar phenomenon has been anticipated for the case of the line with distributed nonlinearity.

In order to illustrate the effect of the load mismatch, we have simulated PIM3 products on a 1-m-long microstrip line with parameters of the experimental specimens described in Section III. Since the simulations were performed in the narrow frequency band, \( \Gamma_L(\omega_{2,-1}) \) was assumed constant at all frequencies of interest.

Reverse and forward PIM3 products calculated for the entire range of magnitudes and phases of the load reflection coefficients \( \Gamma_L(\omega_{2,-1}) \) are shown in Figs. 5 and 6. It is demonstrated in Fig. 5 that the reverse PIM3 magnitude monotonically grows with \( \Gamma_L(\omega_{2,-1}) \), and the difference between the extreme cases of the zero and total reflection reaches 30–40 dB. Apparently, this is the result of variation in magnitudes of the standing waves of the carriers and the respective PIM3 products propagating in the reverse direction, as defined in (9), (11), and (A1). A considerable increase of the PIM3 level occurs at the low magnitude of \( \Gamma_L(\omega_{2,-1}) \), while at higher values of \( \Gamma_L(\omega_{2,-1}) \), the PIM3 level grows nearly linearly. It is also interesting to note that the phase of \( \Gamma_L(\omega_{2,-1}) \) has a much weaker effect than its magnitude on the PIM3 generation, and it is discernible only at low \( \Gamma_L(\omega_{2,-1}) \).

Forward PIM3 products exhibit rather different behavior, as illustrated in Fig. 6. The range of \( \Gamma_L(\omega_{2,-1}) \) variation was limited to \( \Gamma_L(\omega_{2,-1}) < 0.9 \) because, at higher \( \Gamma_L(\omega_{2,-1}) \), the forward PIM3 magnitude rapidly falls out of the plot scale. In the range of \( \Gamma_L(\omega_{2,-1}) \), shown in Fig. 6, which is of practical importance, the forward PIM3 level varies within 4 dB, which is much less than the reverse one. In addition, it has a maximum—the crest of the surface in Fig. 6. Appearance of this maximum is counterintuitive at first glance because the PIM3 power delivered to the load for certain values of \( \Gamma_L(\omega_{2,-1}) \) appears to be higher than in the case of zero reflection. However,
this phenomenon can be attributed to the effect of the carriers’ standing waves in the line.

Indeed, in accordance with (2) and (3), the PIM3 level should grow as the third power of the carrier magnitude. Therefore, the standing waves of the carriers caused by the reflection from the load boost the process of the nonlinear conversion. As we can see in Fig. 6, at low $|\Gamma_L(\omega_{2,-1})|$, the latter effect exceeds return loss of forward PIM3 products due to reflection from the load. In other words, the nonuniform current distribution of carriers generates PIM3 harmonics with the higher rate than the reflection loss. However, at larger $|\Gamma_L(\omega_{2,-1})|$, this is no longer the case, and forward PIM3 level rapidly decays as $|\Gamma_L(\omega_{2,-1})|$ approaches the total reflection limit. The effect of $\Gamma_L(\omega_{2,-1})$ phase variations on the forward PIM3 generation is negligible, similar to the case of the reverse PIM products.

B. Effect of the Line Length on PIM Generation

The effect of the line length has already been discussed in Section V-A for the perfectly matched line. However, as demonstrated above, the load reflection had a strong impact on the PIM products, and therefore, the load mismatch should also affect PIM3 generation on the lines of different lengths.

To explore this effect, we have simulated PIM3 products generated on the microstrip lines of various lengths with the parameters of the experimental specimens used in Section III.

The simulation results are presented in Figs. 7 and 8. As seen in Fig. 7, the reverse PIM3 level does not grow fast with the line length at any $|\Gamma_L(\omega_{2,-1})|$. However, the surface of the reverse PIM3 products contains periodic troughs at low reflection. At higher $|\Gamma_L(\omega_{2,-1})|$, the surface topography becomes smoother as the PIM3 magnitude slowly increases. The most pronounced increase of the reverse PIM3 level occurs at short line length and high reflection.

In contrast to the reverse PIM3, the forward PIM3 level grows nearly monotonically with the line length at low reflection (cf. Fig. 8), but at large $|\Gamma_L(\omega_{2,-1})|$, small ripples appear on the surface. On the short lines, the forward PIM3 level grows fast similarly to the reverse PIM3 products, but the increment decreases on the longer lines and the forward PIM3 level starts to drop at higher $|\Gamma_L(\omega_{2,-1})|$.

These observations clearly indicate that losses and the distributed nonlinear scattering are the competing mechanism of PIM3 generation in printed lines. Harmonic generation dominates on short lines, and we witness substantial increase of PIM3 products. When the lines become longer, the two processes reach the equilibrium and the growth of PIM3 level becomes moderate. The load reflection in its turn plays a role of the third process. Namely, the reflection is responsible for the standing wave of carriers in the line that increases the magnitude of carriers engaged in the nonlinear process of harmonic generation. This explains significant increase in reverse PIM3 products and nonmonotonic dependence of the forward PIM3 products on $|\Gamma_L(\omega_{2,-1})|$.

VI. CONCLUSIONS

A comprehensive study of the mechanisms of PIM generation on printed lines has been carried out with the aid of the newly developed theoretical model for a section of transmission line with distributed weakly nonlinear resistance. Validity of the model has been confirmed by the excellent agreement with the
results of the near-field probing of PIM3 product distributions on microstrip lines.

Three major competitive processes have been identified and explored as the principal contributors to the PIM generation on printed lines: distributed nonlinear scattering, attenuation, and mismatch at the line terminations. It was shown that, in a lossless perfectly matched line, where the distributed nonlinear scattering was the only source of PIM3 products, the forward PIM level monotonically increases and exhibits the cumulative effect. The reverse PIM3 level shows regular variation with the line length, which suggests a means of reducing the PIM3 level by choosing the specific line lengths. It was demonstrated for the first time that the reverse PIM products are generated on the matched lines without carriers’ reflection.

Losses in the line damp PIM products viz. reduce variations of the reverse PIM3 products and cap the growth of the forward PIM3 level with the line length. The forward PIM3 magnitude increases in the lines shorter than $I_p$, but decreases on the longer lines and even falls below the reverse PIM level as the line length exceeds the value of $I_p$ defined by (23).

Reflection from the mismatched load creates the standing wave pattern of the carriers that causes nonlinear generation of PIM products along the line. On one hand, the reverse PIM level is increased owing to additional power engaged in the nonlinear scattering, particularly in the reverse propagating waves. On the other hand, the forward PIM products are reduced due to higher reflection from the load so that they may become comparable with the reverse PIM products even on the rather short lines.

**APPENDIX**

The particular inhomogeneous solution of (6) for the intermodulation harmonic at frequency $\omega_{2,-1}$ reads

\[
F_{2,-1}(x) = 3(I_2I_1 + C + G) \times \left( A_{1,0,0}^2A_{1,-1,0}^2 \exp\left( -\left( 2\gamma_{1,0} - \gamma_{1,-1} \right) x \right) \right. \\
\left. \frac{2\gamma_{1,0} - \gamma_{1,-1}}{2\gamma_{1,1} - \gamma_{1,0} - \gamma_{1,-1}} \frac{2\gamma_{1,0} - \gamma_{1,-1}}{2\gamma_{1,1} - \gamma_{1,0} - \gamma_{1,-1}} \exp\left( -\left( 2\gamma_{1,0} - \gamma_{1,-1} \right) x - \gamma_{1,1} I \right) \right) \\
\left( 2\gamma_{1,1} - \gamma_{1,0} - \gamma_{1,-1} \right) \\
\left( \frac{2\gamma_{1,1} - \gamma_{1,0} - \gamma_{1,-1}}{2\gamma_{1,0} - \gamma_{1,-1}} \right) \\
\left. \frac{2\gamma_{1,1} - \gamma_{1,0} - \gamma_{1,-1}}{2\gamma_{1,0} - \gamma_{1,-1}} \exp\left( -\left( 2\gamma_{1,0} - \gamma_{1,-1} \right) x - \gamma_{1,1} I \right) \right) \right).
\]

\[ (A1) \]
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